A non-linear change process is a specific feature of a poorly regulated market economy. However, many researchers have shown that different economic sectors do not respond to market cycles in a similar way. Regional economic systems are a combination of many sectors, therefore a hypothesis about the correlation between the stability of regional economies and market cycles is examined. The study is conducted using the Baltic countries (hereinafter referred to as Greater Baltic Region, GBR) as an example. GBR countries have been classified into highly stable, relatively stable, unstable, and highly unstable based on the study of the stability of national economies to global cycle processes. The GDP dynamics of the countries were compared to GDP cycles of the US and the EU, which are the main financial centres. To understand the reasons, the sectoral structure of GDP is additionally considered. The results allow the author to classify GBR countries according to the structure of economic sectors and the stability of the regional economy.
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**Introduction**

Available country-specific GDP time series make it possible to evaluate changes in the global economic situation from the 1970s onwards. However, in view of the dramatic changes that took place after the collapse of the socialist order and the demise of the USSR, I will not consider time series dating before 1991. Among other things, this approach
will be instrumental in its way of comparing the old and the new capitalist countries of the Greater Baltic region. This region attracts special interest because the Soviet-time spatial division of labour between disparate economies is being ‘digested’ at different rates across the area. Moreover, the type of capitalist transition model adopted by a post-Soviet country indirectly points to the features of its national political system.

The problem of economic cycles has been studied for many decades. For instance, in an earlier work (Baburin, 2018), I consider the Juglar-Marx mid-term cycles. Initially 10—11 years long, they now contracted to 5—7 years under the impact of technological change. Other popular concepts include Braudel’s secular cycles, the Kondratiev-Schumpeter long waves, and the Kuznets curve. Taken together, they describe the complex multi-cycle character of the GDP curve.

This study relies on the theory of cyclo-genetic dynamics (Ya-kovets, 1999; Subbeto, 1994; Baburin 2010, 2012, 2014, and others), which, in a certain sense, is a precursor of the path dependence theory. It focuses on the influence of the regions’ inherited economic structure on their current development. In this article, I will discuss how regional economies react to the Juglar—Marx cycles.

Soviet economic geography was the product of a rather isolated and self-sufficient economic system, which was planned and thus unaffected by global market cycles. However, Petr Baklanov used the category of fluctuating optimum in considering the uncertainty of location in terms of economic processes. This category reflects the essential impossibility of selecting a location that will be optimal over a long time because the weights of factors at play constantly change.

At the same time, specialisation and exchange in the framework of spatial division of labour have always merited the attention of Russian (and earlier, Soviet) economic geographers. Among them are N.N. Baransky and N.N. Kolosovsky, A.T. Khrushchev, M.D. Sharygin, N. Yu. Glady and A.I. Chistobaev, O.I. Shabliy, and many other geographers and economists. In the post-Soviet period, when Russia was becoming increasingly integrated into the world economy, a community of experts in regional economics (A.N. Granberg, A.E. Probst, M.K. Bandman, I.V. Grishina, and others) turned to the competitiveness of regions and their ability to bypass depression phases.
Outside this community, the problem has been tackled by Paul Krugman, Masahisa Fujita, Anthony Venables, and others. In particular, Krugman and Venables have shown that the greatest geographical advantage is associated with moderate trade costs. When trade barriers and transport costs are insignificant, the geographical advantage of areas with better access to a market becomes insignificant, and businesses return to the old periphery. In another work, they supplement their model with the concept of the production chain: different manufacturers benefit from operating from the same location, because of a reduction in shipment costs.

Approaches that are very similar to the one used in this article have been proposed by Frankel and Rose (1998) and Gianelle et al. (2017). Both works analyse international trade, specialisation, business cycles, and endogenous cycles within spatial processes.

Imbs (2004), Montoya and de Haan (2007), and Lucas et al. (1977) take their analysis even further by considering not only trade and specialisation but also the financial component and, what is more important, the synchronisation of different cycles, including regional ones.

Another publication worth mentioning is the contribution of A. P. Wiatrak, who examines the resilience of Polish voivodeships with different specialisation to market economy cycles. According to the study, the most resilient regions are those specialising in agriculture and mining. A number of works has demonstrated that urbanised regions are more similar in their fluctuations to each other than to rural areas, that less developed Eurozone regions have greater amplitudes of fluctuations, and that the cycles of countries connected by close trade ties tend to synchronise. Some publications determine the weights of different factors. Although the contribution of politics is the greatest, the factor of ties becomes decisive for industrially developed countries.

Other works (Zemtsov and Baburin, 2016; Baburin et al., 2016; Baburin, 2018a; Baburin 2018b) examine the influence of the economic and geographical position on the competitive advantages and disadvantages of regions and cities. This influence can be considered as a factor of the resilience of regional economies.

The above proves the relevance of studies into the resilience of spatial socio-economic systems to changes in global economic and social processes.
The **hypothesis** put forward in this study is as follows: there is a dependence between the resilience of regional economies to market cycles (and other factors) and their specialisations. Modelling these processes and identifying spatial natural-historical and socio-cultural systems that maximise the aggregate resilience of regional economies comprise a new area of research for the Russian school of thought.

This area of research requires a combination of methods. The first group of methods is used to calculate the delta between region-specific incremental costs (positive or negative), industry average costs, and the changing demand for the products of companies operating within the regional specialisation (Baburin, 2018). The second group of methods are used to compute time intervals that are optimal for the effective functioning of a certain specialisation against the background of a changing economic situation. However, the information necessary for employing this approach is not always available.

At the first stage, I use the graphical-analytical method to conduct a pilot study into the above-mentioned dependencies. My primary focus is on the reactions of regions that have different industry structures and economic backgrounds. To make the comparison reliable, the GDP dynamics in the EU was used as the ‘basic cycle pattern’ (fig. 1).

![Fig. 1. GDP dynamics in the EU, 1991—2017 (%)](image)

Although the dynamics of the Russian economy has a similar configuration, it is characterised by a significantly greater amplitude (over 30%) of deviations from average trends. This suggests that Russia’s transitional economy remains overly sensitive to the rhythms created by the leading world economies.

As I show in an earlier article (Baburin, 2018), industries differ in resilience to market cycles. The reaction of the power and heat generation and water supply industries to market cycles is rather weak, whereas mining is more sensitive. The least resilient are manufacturing industries, with the amplitude reaching 28%. This amplitude is almost three times that of mining and six times that of heat and power generation and water supply. Similar industry-specific studies show that the least sensitive industries are agriculture (or the primary sector in general), transport, and state services. Commercial services are the least resilient.

These patterns suggest a dependence between the reaction of regional economies and their specialisations.

The Greater Baltic region includes four Nordic countries (Finland, Sweden, Norway, and Denmark), Germany and Poland (they border the Baltic Sea in the south), the Baltics, and three Russian regions (the Kaliningrad and Leningrad regions and Saint Petersburg).

Below, I will consider the sensitivity of the economies of the Greater Baltic region (GBR) to market cycles, depending on their industry structure (fig. 2).

Fig. 2 The industry structure of the economies of the Greater Baltic region
The analysis of the industry structure of the GBR shows that the proportion of the state services sector is the greatest in Denmark and Sweden, being rather significant in the other ‘old’ EU member states. Commercial services comprise the largest sector in Estonia and Latvia. The proportion of production is the highest in Norway (the oil industry dominates) and the Russian Federation. Manufacturing dominates the economies of Finland and Germany. The proportion of construction is the highest in Lithuania, Estonia, and Latvia.

Below, I will consider the GDP dynamics of these countries in 1998—2016 (fig. 3 and 4) and try to link it to differences in regional specialisations.

![Fig. 3 The GDP dynamics of the ‘old’ EU countries](image)

The chart (fig. 3) clearly shows that Finland’s economy is the most sensitive to crises (15 %). Significant fluctuations are observed in other countries with a significant proportion of manufacturing. However, in Denmark (9), Germany (9), and Sweden (12), they are partly counterbalanced by the state services sector. Dominated by energy industries, the economy of Norway is the most resilient (5). The results obtained agree well with the hypothesis.

The situation in the Baltics is completely different. The economies of Estonia (dominated by the IT sector) and Latvia react most strongly to market cycle fluctuations (29 % and 28 % respectively).
This is explained by the excessive role played by commercial services and the production sector dominated by manufacturing in these countries. Heavily influenced by the EU, the agricultural sector cannot serve as a buffer. The reaction of the Lithuanian economy (26%) in terms of GDP dynamics is more moderate, being the closest to that of the Kaliningrad region (fig. 4).

![Fig. 4 The GDP dynamics of the ‘new’ EU countries](image)

Similar fluctuations, although of a smaller amplitude (17%), are characteristic of the Russian economy. The difference in the amplitudes can be explained by the scale of the Russian economy and the significant proportion of agriculture and mining. A special case is Poland, whose economy is almost insensitive to crises (6%, constantly growing GDP), regardless of the structure of the economy. The reason is the considerable investment earmarked for Poland by the EU.

Using the approach described above and the analysis of GDP dynamics of the GBR countries and Russia’s border regions during four expansions and three contractions, it is possible to produce a typology of regions based on different principles. In terms of resilience of economies to crises, the following types can be distinguished.
Table 1.

Typology of GBR countries and regions based on their economic structures and reactions to market fluctuations

<table>
<thead>
<tr>
<th>Specialisation</th>
<th>Services and/or manufacturing</th>
<th>Export-oriented production and a small proportion of services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most resilient</td>
<td>Poland</td>
<td>Norway</td>
</tr>
<tr>
<td>Relatively resilient</td>
<td>Sweden, Germany, Denmark</td>
<td>—</td>
</tr>
<tr>
<td>Non-resilient</td>
<td>Finland</td>
<td>Russia</td>
</tr>
<tr>
<td>Least resilient</td>
<td>Estonia, Latvia, Lithuania</td>
<td>—</td>
</tr>
</tbody>
</table>

**Conclusion.** The above analysis of the dependence between market cycles and the value-added structure in GBR countries and regions supports the hypothesis that GDP dynamics is affected by specialisation. Overall, the economies of ‘old’ EU countries with developed government regulations systems are more resilient than those of ‘new’ member states are. However, there are two exceptions: Finland, which is closely integrated with the economy of Russia (their amplitudes of fluctuation are almost similar) and has one quasi-corporation (Noika), and Poland, whose economic wonder is sustained by substantial investment from the EU.

The economies of the Baltics are very sensitive to market cycles. This is explained by an excessive proportion of the services sector, a small percentage of state services, and a counterproductive policy towards Russia.
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